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Abstract 

The fault diagnostics of rotating machinery significantly affect the dependability and safety 

of modern industrial systems. Advanced fault diagnosis techniques have taken over the chal-

lenging and uncertain process of human analysis, boosting the effectiveness of fault diagno-

sis. The accuracy of fault diagnosis is enhanced by employing deep learning models, well-

known for their outstanding ability to process complex relationships across multiple layers. 

This paper introduces a novel approach to analysing rotating faulty machines using a multi-

scale convolutional neural network (MSCNN) model with an attention mechanism layer. Dif-

ferent faults including unbalanced and bearing faults are investigated based on the pre-

processed signals, which are processed using the window-sliding and short-time Fourier 

transform methods with 13 distinct modes. The proposed approach offers a cost-effective so-

lution without compromising reliability by leveraging a subset of three sensors out of six. 

The multi-scale CNN model, featuring different kernel sizes, simultaneously captures local 

and global features. Experimental evaluations demonstrate the effectiveness of the proposed 

approach in fault classification with an accuracy of 99.68%, which shows the feasibility and 

accuracy of the proposed technique. 

Keywords: Fault diagnosis; Convolutional Neural Networks (CNNs); Unbalanced; Bearing 

fault.  

1. Introduction 

Rotating machines play a vital role in prime mover equipment and act as essential assets in 

the industrial realm. The failure of a single component can lead to severe losses that have profound 

implications for production, quality control, financial stability, and personnel safety. To mitigate 

such risks and ensure continuous operations within the industry, it becomes imperative to employ 

preventive measures, such as regular maintenance and timely restorations. By implementing ad-
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vanced fault diagnosis methods, the ability to identify various faults in rotating machinery can bring 

about significant transformations in the industrial sector [1]. Vibration analysis is one common 

technique for identifying issues with rotating machinery, such as mass imbalance and bearings 

faults. The fault diagnosis process entails collecting data, identifying faults, and extracting essential 

features. By implementing techniques that preserve the integrity of vibration characteristics, we can 

substantially enhance the efficacy of the fault diagnosis process [2]. Conventional signal processing 

methods, such as support vector machines (SVMs) and fuzzy inference, have long been employed 

in fault detection in rotating machinery and industrial settings. However, as industrial challenges 

grow increasingly complex, these methods have demonstrated limitations, particularly in handling 

signals associated with nonlinear problems. Their suboptimal outcomes have prompted the explora-

tion of alternative approaches [3]. Deep learning models, with their powerful nonlinear functions, 

offer a promising solution for fault detection tasks. They excel at understanding complex data pat-

terns, outperforming traditional methods [4].  

Researchers have explored diverse approaches for diagnosing faults in rotating machinery in 

recent years. Zhang et al. [5] addressed high-frequency noise in rotary machinery fault diagnosis by 

incorporating a wide kernel in the first layer of their CNN. Their efforts led to the development of 

the convolution model with Wide First-Layer Kernels designed for accurate fault diagnosis in rotary 

machinery. Using 1D raw time series data as inputs in the CNN model for motor fault detection, as 

described in [6], eliminates the requirement for laborious feature extraction processes, resulting in 

more efficient and effective detection. Wei Zhang et al. [7] introduced a Convolutional Neural Net-

work (CNN) architecture comprising two convolutional layers to efficiently identify and diagnose 

faults in bearings using substantial training data. The authors of [8] presented a deep learning meth-

od for bearing defect diagnosis using the short-time Fourier transform (STFT) and the LAMSTAR 

neural network. Experimental validation verifies its efficacy for various bearing faults and working 

conditions. In [9], a novel method for early diagnosis of gear pitting problems in different working 

environments was presented. The method employed a novel adaptive 1D separable convolution 

network with residual connections to classify defects accurately with a significantly reduced set of 

model parameters compared to standard convolutional neural networks. In [10], a sparse deep learn-

ing technique called SDSN was introduced to address the overfitting risk in deep networks. SDSN 

used sparsity in output label encoding and a sparse regularization term to enhance fault classifica-

tion performance. 

Despite several studies demonstrating satisfactory accuracy in fault detection, the demand for 

more effective models in this area is still compelling. This is primarily due to the significant finan-

cial consequences of repairs and maintenance. Therefore, developing a robust fault diagnosis model 

is crucial to accurately detect various faults in rotating machines, even in scenarios with limited 

sensors or data availability. 

This paper presents a novel fault diagnosis framework for rotating machinery. We used a mul-

ti-scale convolutional neural network (MSCNN) with a custom attention layer to improve diagnos-

tic accuracy. Our approach captured fine and coarse details for comprehensive fault pattern analy-

sis. Unlike previous research, we considered a wider range of 13 distinct conditions, including six 

bearing faults and seven unbalanced faults (single and combined). We employed the Short-Time 

Fourier Transform (STFT) for pre-processing and achieved impressive robustness and accuracy 

using only three out of six available sensors, keeping computational costs low. This approach is 

practical for industrial fault diagnosis in rotating machinery, reducing financial burdens. 

Section 2 delves into the preliminaries of this research. Section 3 provides an overview of the 

proposed method. Subsequently, Section 4 presents a comprehensive analysis of the experimental 

results. Finally, in Section 5 , the results are concluded, and the potential future directions for fur-

ther research are outlined. 
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2. Preliminaries 

2.1 Short-Time Fourier Transform (STFT) 

The fundamental concept of the Short-Time Fourier Transform (STFT) is to identify the fre-

quency components of a signal by applying a time-limited window function to the signal before 

performing the Fourier transform. By systematically moving and overlapping the window along the 

time axis, the signal can be analysed segment by segment, resulting in frequency domain represen-

tations at various time intervals. This enables the examination of evolving frequency characteristics 

of the signal over time [3]. 
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In Eq. (1), the window function ( )h  plays a key role in shaping time and frequency resolu-

tions. The under-analysis signal is denoted as ( )s  . By adjusting the window length, the Short-Time 

Fourier Transform (STFT) allows for a flexible trade-off between accuracy in time and frequency 

[11]. The frequency scale interval is designed to align perfectly with the frequency resolution. The 

resolution, in turn, is derived by dividing the sampling frequency by the number of samples, with a 

specific sampling frequency of 10 kHz used in this case.                                                                                                                                      

2.2 A Concise Overview of Convolutional Neural Network 

2.2.1 Convolutional Neural Networks (CNNs) 

Convolutional Neural Networks (CNNs) utilize a signal convolution process with filters (ker-

nels) to extract features from input signals. This technique allows for pattern recognition regardless 

of the spatial position of the data. The kernels are fine-tuned during supervised training to optimize 

parameters and evaluate results. The final characteristic map consists of multiple layers with 

weights and biases but similar structures. By activating these units, the convolutional operation is 

applied to the entire input dataset, producing the expected convolutional output [12]. 

 

( 1) ( ) * ( )l l l l

i i iy j K x j b     (2) 

 

The notations
l

iK and 
l

ib  represent the weights and bias related to the i-th filter kernel in layer 

l . Similarly, the j-th local region within layer l  is called ( )lx j . In addition, 
( 1) ( )l

iy j
 represents the 

input received by the j-th neuron in frame i of layer l + 1 during the convolution process [5]. 

2.2.2 Parametric rectified linear unit 

The activation layer in a CNN is a vital component that determines neuron activation in the 

next layer through nonlinear operations. Widespread activation functions such as ReLU, sigmoid, 

and tanh are utilized, having widely adopted ReLU for its versatility in various CNN architectures. 

Additionally, ReLU is unique because it only activates positive neurons, resulting in fewer activated 

neurons compared to other activation functions. This particular attribute contributes to faster net-

work convergence during training. The mathematical representation for the ReLU operation can be 

described by the following equation [13].  

( ) max(0, )f x x  (3) 
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2.2.3 Batch normalization 

In order to speed up the training of neural networks, batch normalization (BN) standardizes 

the data in each batch. The internal covariance shift is decreased by applying it typically after the 

convolution layer and before the activation function. The ability of the network to generalize is in-

creased by the input data normalization of the BN, which removes the need for the network to adapt 

to various data distributions [14]. 

2.2.4 Pooling Layer 

CNNs typically have pooling layers added after the convolutional layer. These layers perform 

an important down-sampling process by decreasing the spatial dimensions of the collected features 

and optimizing the overall network parameters. The superior performance favours the max-pooling 

layer over other pooling methods. This layer reduces the network complexity by performing a local 

maximum on the input features. Additionally, it helps create location-independent features, which 

are crucial for building a CNN model that learns effectively and robustly. Adding max-pooling lay-

ers can simplify the network and improve its capacity to detect and express the key patterns of the 

data [5]. 

2.2.5  Drop out 

The dropout operation in a neural network is critical for performance improvement. The oper-

ation is accomplished by random deactivation of specific elements, setting them to zero, and scaling 

the non-zero elements simultaneously. When an element is zeroed out, it is ignored. As a result, to 

create accurate predictions of the target variable, the model is forced to rely on the remaining in-

formation. The model learns using a subset of characteristics throughout each training cycle by in-

troducing unpredictability through dropout. Due to this unpredictability, the model learns different 

combinations of characteristics, encouraging each feature to contribute significantly to the model 

predictions. This process prevents the model from relying too much on specific features, reducing 

the risk of overfitting [15]. 

3. The proposed method 

 In this paper, a multi-scale CNN model with an attention mechanism for rotating fault ma-

chinery to provide an in-depth exploration of vibration signal recordings associated with a diverse 

set of 13 fault types is introduced. Among these are mass imbalance faults in 6 rotating discs, com-

bined imbalance faults involving discs 1 and 4, outer race faults in 3 bearings, and three ball bear-

ings faults. Collectively, these fault types form a comprehensive dataset consisting of 13 distinct 

classes. The rotating machine, depicted in Figure 1. has six sensors; however, we specifically uti-

lized only three. This selection specifically targets industries that face the challenge of limited sen-

sor availability due to their increasingly high costs. This approach addresses the practical concerns 

and challenges faced in real-world applications, providing a cost-effective solution without com-

promising the reliability and accuracy of the model. Here, a window-sliding technique has been 

implemented as the initial pre-processing step on raw vibration signals, with a window size of 1500 

and a stride of 1000. Subsequently, the signals were treated to the Short-Time Fourier Transform 

(STFT) algorithm during the initial pre-processing stage. The signals were examined in both the 

temporal and frequency domains, revealing detailed spectrum properties and identifying frequency 

components. The main goal of this research was to feed shuffled and normalized pre-processed data 

into a multi-scale neural network that was enhanced with an attention mechanism. This architecture 

simultaneously advances two feature extractor models. The initial feature extractor consists of two 

two-dimensional CNNs, employing a 3×3 kernel size. 

In contrast, the second model follows a similar architecture but adopts a larger kernel size of 7 

×7. This strategic approach enables the simultaneous extraction of local and global features, captur-

ing a comprehensive range of information within the input data. In this model, the max pooling was 
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incorporated to extract key features and leverage the ReLU activation function. For the further en-

hancement of the performance, batch normalization was applied after each convolutional layer, 

which favours efficiency optimization. 

The attention mechanism is a resource allocation scheme that helps manage information over-

load in situations with limited computational power. It ensures that important data is processed by 

assigning attention weights to input features [16]. In the present attention layers, initially, these 

weights are set to 1, treating all elements equally. However, the model learns to modify the atten-

tion weights through training and backpropagation, allowing it to prioritize and assign distinct 

weights to different elements based on patterns and connections within the training data. This opti-

mization of resource utilization enables the model to handle large amounts of information effective-

ly. Attention scores are computed by multiplying the input data with the attention weights and 

summing the results. To ensure that the attention scores are normalized adequately within the range 

of [0, 1], a softmax activation function is applied to obtain attention weights, representing the rela-

tive importance of each element and indicating which elements should be emphasized or prioritized 

during computation. These attention weights are then applied element-wise to the input data, result-

ing in a weighted representation known as attention. The integration of attention within the final 

layer allows the model to selectively focus on relevant information, enhancing its ability to process 

sequential data effectively. 

The second model employs a similar design with a larger kernel, applying 7 × 7 kernel size. 

These unique feature maps from the two models are concatenated and flattened to create a 1D vec-

tor. Three dense layers are added sequentially, with a dropout of 0.2 applied after the second dense 

layer to randomly set a fraction of input units to 0 during training, helping to prevent overfitting. 

The first two dese layers utilize the rectified linear unit (ReLU) activation function, and the last 

dense output layer produces a probability distribution over 13 classes, with 13 units and softmax 

activation. The tests were carried out using the Tensorflow toolbox [17]. Finally, we used the Adam 

stochastic optimization algorithm, renowned for its effectiveness in handling large input data sets 

and models with numerous parameters, to minimize the loss function. The input shape would take 

the form of (None, 12, 129, 3). Here, the second dimension represents the temporal intervals, the 

third dimension signifies the frequency bins, and the fourth dimension corresponds to the number of 

sensors utilized. The model was trained on 60% of the data, comprising 9397 samples. 20% of the 

remaining was used for testing, and another 20% was reserved for validation. Figure 2. visually 

represents the sequence of operations in the proposed scheme where N is time intervals, W repre-

sents frequency bins, and C is the number of sensors. Table 1. provides the specific parameters for 

the proposed model.  

4. Results and Discussion 

4.1 Experimental Setups 

Utilizing a rotating machine simulation device proves highly effective in troubleshooting vari-

ous industrial rotating machines. The device allows for replicating real-world faults under controlled 

conditions, enabling the application of different fault-finding techniques to address these issues. By 

simulating and resolving such faults, this device enhances troubleshooting capabilities for a wide 

range of industrial applications. A device obtained from the Guilan University laboratory was im-

plemented to simulate the defect of a rotating machine and provide the vibration data used in this 

study. The device has a 370-watt electro-motor with a nominal speed of 2,825 rpm (In 50 Hz), and a 

CV100 Kinco® inverter controls the speed. On this apparatus, various bearing, unbalanced, and mis-

alignment fault types can be simulated in various locations, and vibration data can be collected. Also, 

three PH204 bearings with FAG2302 ball bearings and six aluminum discs with 11, 12, 13, 14, 15, 

16, and 17 centimeters diameters are installed on the system. Six accelerometers of model AD100T 

were used to collect vibration data. A data logger was used to receive the data from the sensors 
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called the Advantech® USB 4711A and saved the data on a computer. The vibration signal was ex-

pertly captured in this article, with a precise sampling frequency of 10,000 Hz and a duration of 60 

seconds.   

 

 

          Figure 1. The design of the rotating machine simulator 

 

 

Figure 2. The architecture of the proposed method 

4.2 Experimental Results 

In order to validate the results presented of this work, they were compared to the other con-

ventional and deep learning methods. Initially, the same dataset was used as input for a regular con-

volutional model, which had a similar architecture, the same as the first feature extractor with 3×3 

kernel size with RMSprop optimizer and a learning rate of 0.01. However, it lacked the attention 

layer and the two accompanying feature extractors. Our proposed model outperformed the standard 

CNN in a thorough evaluation conducted over 50 epochs. Our model demonstrated remarkable per-

formance from the initial epochs with minimal training loss that steadily approached zero by the 

fifth epoch. Additionally, our model achieved near-zero validation loss after 25 epochs and main-

tained this level throughout the rest of the training. 

   In contrast, the normal CNN model experienced significant fluctuations in validation loss 

beyond the 25th epoch, failing to achieve stable and satisfactory performance. These fluctuations 

ranged from approximately 0.2 to 0.8, making the traditional CNN model less reliable. Our model 

consistently and gradually decreased validation loss, ultimately converging to zero. Meanwhile, the 

proposed model has achieved an impressive validation accuracy of approximately 99%, demonstrat-

ing remarkable stability; however, the conventional model consistently fails to deliver reliable vali-
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dation accuracy, exhibiting fluctuating results that vary unpredictably. Its performance can range 

from high to low with no guarantee of consistency. These observations establish the limitations of 

the traditional model in contrast to the robustness of the proposed approach. Utilizing MSCNN with 

an attention mechanism, the proposed approach exhibits superior effectiveness, demonstrated by its 

stable nature. In contrast, the limitations of the traditional model are evident through its fluctuating 

validation loss compared to the consistent performance of our approach. 

 Subsequently, a comparison was conducted between the proposed method and traditional 

approaches. Utilizing the Short Fast Fourier Transform, signal features were extracted using the 

Analysis of Variance (ANOVA) method. These features were input into common classifiers, which 

included a Support Vector Machine (SVM) with a C value set to 0.8, and a K-Nearest Neighbor 

(KNN) algorithm with K set to 5. However, as depicted in Table 2, the test accuracy percentages 

achieved by SVM and KNN were 90.45% and 84.42%, respectively, which fall below the accepta-

ble threshold for model confidence. 

   The proposed approach was evaluated alongside Artificial Neural Network (ANN) method-

ology in the final stage. The results revealed that, overall, ANN exhibited inferior performance 

compared to convolutional methods, yielding a test accuracy of 89.84%. The multi-scale CNN with 

an Attention mechanism stood out among the compared methods, showcasing the highest level of 

performance with impressive test accuracy of 99.68% and a validation accuracy of 99.78%. Nota-

bly, when we compared our method to alternative approaches, all of them displayed validation ac-

curacy rates in the range of 85% to 92%. This clearly underscores their performance and limited 

accuracy. The reported results are based on 25 repeated runs conducted on an ASUS K556U laptop 

equipped with an Intel ©Core i7 2.7GHz processor, utilizing Python 3.4.4 for all computations. 

 

Table 1. Detailed parameters for the proposed CNN model architecture 

Layers Filters Kernel Size Output Size Parameters 

Input Layer - - (None, 12, 129, 3) 0 

Conv-2D 32 3×3 (None, 12, 129, 32) 896 
Conv-2D 32 7×7 (None, 12, 129, 32) 4736 

Batch Normalization - - (None, 12, 129, 32) 128 
Batch Normalization - - (None, 12, 129, 32) 128 

Max Pooling - 2×2 (None, 6, 64, 32) 0 
Max Pooling - 2×2 (None, 6, 64, 32) 0 

Conv-2D 64 3×3 (None, 6, 64, 64) 18496 
Conv-2D 64 7×7 (None, 6, 64, 64) 100416 

Batch Normalization - - (None, 6, 64, 64) 256 
Batch Normalization - - (None, 6, 64, 64) 256 

Max Pooling - 2×2 (None, 3, 32, 64) 0 
Max Pooling - 2×2 (None, 3, 32, 64) 0 

Attention Layer - - (None, 3, 32, 64) 64 

Attention Layer - - (None, 3, 32, 64) 64 
Concatenate - - (None, 3, 32, 128) 0 

Flatten - - (None, 12288) 0 
Dense Layer 1 - - (None, 64) 786496 
Dense Layer 2 - - (None, 32), Dropout 0.2 2080 
Dense Layer 3 - - (None, 13) 429 

Total Parameters - - - 914445 

 

Table 2. Comparative accuracy results of the proposed method against other methods 

Methods Train Accuracy (60%) Test Accuracy (20%) Validation Accuracy (20%) 

Traditional CNN 97.32% 91.63% 92.4% 

Support Vector Machine 90.73% 90.45% 90.99% 

K-nearest Neighbor 90.73% 84.42% 85.34% 

ANN 98.2% 89.84% 89.85% 

Proposed Method 100% 99.68% 99.78% 
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5. Conclusion   

 This research presents an innovative strategy for detecting faults in rotating machinery using a 

multi-scale convolutional neural network (MSCNN) model integrated with an attention mechanism. 

By analysing signal recordings and focusing on 13 distinct fault types, a cost-effective solution is 

offered, which is suitable for industries with limited sensor resources, employing only three of six 

available simulator sensors. By incorporating techniques such as window sliding, short-time Fourier 

transform (STFT) pre-processing, and a multi-scale neural network architecture featuring two fea-

ture extractors along with an attention mechanism in the last layer, the proposed model achieves an 

impressive test accuracy rate of 99.68%. The performance surpasses that of the Normal CNN mod-

el, which has achieved an accuracy of 91.63%. Furthermore, our approach outperforms other exam-

ined techniques by a significant margin, providing valuable insights for developing more precise 

fault diagnosis methods in rotary machines. Our future work will focus on developing deep learning 

models specifically tailored to address the challenges posed by randomly occurring sensor failures. 

We aim to enhance the reliability and accuracy of sensor-based systems operating in dynamic and 

uncertain environments. 
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